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Abstract FPGAs have become an appealing so-
lution for space-based remote sensing applications.
However, in a low-earth orbit, FPGAs are suscep-
tible to Single Event Upsets (SEUs). In order to
overcome their effects, an SEU simulator based on
the SLAAC-1V computing board has been devel-
oped. With this tool, work has begun on character-
izing the reliability of FPGA designs in the hopes
of developing techniques to mitigate the effects of
SEUs.
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1 Introduction

Field Programmable Gate Arrays (FPGAs) are
an attractive alternative to programmable pro-
cessors used for space-based remote sensing.
The ability to customize the datapath within
an FPGA to an application-specific computa-
tion allows the FPGA to perform many oper-
ations faster and more efficiently than a pro-
grammable processor. FPGA circuits have
been created for a variety of remote sensing
operations such as multi-spectral filtering, data
compression, and frequency transformations.

In addition to improved computational effi-
ciency, FPGAs are reprogrammable and can be
configured to perform any user-specified opera-
tion. Unlike application-specific integrated cir-
cuits (ASICs), FPGAs can be configured after
the spacecraft has been launched. This flexibil-
ity allows the same FPGA resources to be used
for multiple instruments, missions, or chang-
ing spacecraft objectives. Further, errors in

an FPGA design can be resolved by fixing the
incorrect design and reconfiguring the FPGA
with an updated configuration bitstream.

While the use of FPGAs for remote sens-
ing offers several advantages over conventional
computing methods, FPGAs are sensitive to
radiation effects in a low earth orbit. FP-
GAs are sensitive to both heavy ion and pro-
ton induced single event upsets (SEUs) to flip-
flop state[1]. Upsets in the FPGA affect the
user design flip-flops, the FPGA configuration
bitstream, and any hidden FPGA registers or
state machines.

Configuration bitstream upsets are espe-
cially important because such upsets affect
both the state and operation of the design.
Configuration upsets may perturb the rout-
ing resources and logic functions in a way that
changes the operation of the circuit.

The purpose of this work is to study the ef-
fects of configuration SEUs on the operation
of FPGA circuit designs. A simulator testbed
was created to manually insert SEUs into the
configuration bitstream and analyze the ef-
fects of the SEU on the circuit design. Based
on the SLAAC-1V FPGA computing board,
this testbed reconfigures FPGA resources to
simulate SEUs in the configuration bitstream.
By exploiting the reconfiguration speed of this
board, the effects of SEUs upon each individ-
ual configuration bit can be rapidly tested and
analyzed.

This paper will begin by reviewing the ef-
fects of radiation on modern FPGAs. Next, the
process of simulating configuration SEUs will
be discussed along with a detailed description
of the SLAAC-1V SEU simulator. To demon-



strate the effectiveness of this simulator, results
from several SEU tests will be presented. The
paper will conclude by summarizing the effec-
tiveness of the simulator and discussing future
work.

2 Radiation Effects on FP-

GAs

Electronic circuits operating outside the
earth’s atmosphere are exposed to levels of ra-
diation much higher than the radiation level
found on Earth. High-levels of radiation may
damage or upset the operation of a conven-
tional semiconductor device. Electronic cir-
cuits can be designed to tolerate high levels of
radiation through custom and often expensive
manufacturing techniques.

With increased interest in exploiting pro-
grammable logic in space related applications,
several researchers have investigated the suit-
ability of commercially available FPGAs in ra-
diation environments[2]. The XQVR Virtex
FPGA has been tested extensively for radia-
tion tolerance [3]. Based on a thin-epitaxial
0.22 µmm CMOS process, this device tolerates
a total dose in range of 80 to 100 krads(Si).
This total dose tolerance is acceptable for
many applications. Further, there is no risk
of latch-up occurring in orbit.

While the XQVR Virtex FPGA is immune
to latch-up and has an acceptable total-dose
tolerance, it is sensitive to single-event upsets.
Single-event upsets are changes in the state of
a flip-flop or register caused by heavy ion col-
lisions. SEUs will alter the state of the device
and cause the device to produce incorrect re-
sults and unspecified behavior. FPGA devices
operating in space must anticipate SEUs and
incorporate appropriate SEU mitigating tech-
niques.

As shown in Table 1, most of the memory
cells within the Virtex XCV1000 device are
devoted to configuration memory (over 97%).
Configuration memory is used to specify the
interconnection, logic, and operating modes of
the device. While upsets in the user design

may alter the behavior and output of the cir-
cuit, upsets within the configuration memory
actually change the user design. Such upsets
may change the circuit in a way that produces
incorrect results.

Configuration Bits 5,962,944 97.4%
User Flip-Flops 27,648 0.5%
User BlockRAM Bits 131,072 2.1%

Table 1: Memory Bits within the Virtex
XCV1000

Several techniques have been proposed and
tested for mitigating SEUs in FPGAs. Many
techniques use hardware redundancy to reduce
the probability of failure [4]. By replicating
the desired circuitry and comparing the results,
faults in the configuration can be detected and
reported. Other techniques rely on device re-
configuration to continually “clean” the config-
uration bitstream[5]. By repeatedly configur-
ing the device, SEUs occurring within the con-
figuration bitstream are replaced by the correct
value.

The purpose of this work is to create a
low-cost testbed for evaluating SEU mitiga-
tion techniques on the Virtex configuration bit-
stream. This testbed relies on commercially
available FPGAs and does not require the ex-
pense of traditional testing techniques such as
a proton accelerator. The configuration SEU
testbed will be described in detail in the fol-
lowing section.

3 SLAAC-1V Testbed

An SEU insertion testbed was developed
by researchers at the Los Alamos National
Laboratory[6]. This testbed is based on a Xil-
inx Virtex FPGA and the Xilinx Multilinx ca-
ble. A number of designs were evaluated on
this testbed including a circuit using Triple
Modular Redundancy (TMR). Researchers at
Xilinx Corporation used this testbed to verify
that any single-bit change in the configuration
bitstream would not modify the behavior of the



TMR design under test.
The SLAAC-1V testbed described in this

paper will build upon these techniques to cre-
ate a general-purpose testbed that can be used
to rapidly simulate configuration SEUs on a
variety of designs. The primary goal of this
testbed is to improve the time required to sim-
ulate configuration SEUs. By rapidly simulat-
ing configuration SEUs, it will be possible to
perform many tests on a large number of de-
signs.

Figure 1: Ideal SEU Simulator Setup

This testbed simulates the effects of SEUs
by using two FPGAs each operating with iden-
tical designs, as shown in Figure 1. Both FP-
GAs are sent identical clock and circuit inputs,
and should produce identical results. Circuit
problems caused by configuration SEUs can be
identified by identifying discrepancies in the
circuit outputs.

Configuration SEUs can be modeled by in-
tentionally corrupting the configuration bit-
stream of the FPGA. This is due to the fact
that an SEU effectively alters the user design
by toggling the state of a flip-flop inside of the
FPGA. In order to simulate SEUs, we will al-
ter the configuration bitstream of an FPGA
design using partial reconfiguration. This bit-
stream corruption occurs in only one of the two
FPGAs shown in Figure 1.

Once an SEU has been inserted into the con-
figuration bitstream of an FPGA design, both
designs are cycled. The design outputs are
checked to determine the effect, if any, that the
bit change has had upon the behavior of the
design. Any discrepancy between the outputs
indicates that an SEU occurring at the given

location has effectively altered the behavior of
the user design.

After determining if the SEU insertion has
affected the circuit behavior, the configuration
bitstream is repaired and the test continues.
Every bit in the entire configuration bitstream
is subjected to SEU insertion. Because we are
testing each bit in the bitstream, the ability to
quickly reconfigure the FPGA is a necessity.

3.1 SLAAC-1V

Developed at USC-ISI East, the SLAAC-1V is
a powerful FPGA computing board. As shown
in Figure 2, the board contains three Virtex
XCV1000 FPGAs, namely X0, X1 and X2.
The board also has ten 256Kx36 ZBT SRAMs,
a three port crossbar connecting all three FP-
GAs, and a PCI bus interface[7].

Figure 2: SLAAC-1V

The CC block in Figure 2 is the config-
uration controller for the computing board.
Though this Virtex XCV100 FPGA is not
available to the user, it is dedicated to provid-
ing reconfiguration of any FPGA on the board.
One of the main goals of the SLAAC-1V ar-
chitecture is to provide an experimental plat-
form for fast partial runtime reconfiguration.



This enables us to perform SEU insertions very
quickly, making the SLAAC-1V an attractive
choice for use as an SEU simulator.

3.2 Single Bit Corruption

As has already been discussed, the effects of
an SEU can be modeled by toggling a bit in
the configuration bitstream of an FPGA de-
sign. This process is illustrated in Figure 3.
This figure assumes that the portion of the bit-
stream being subjected to SEU insertion rep-
resents a Look Up Table(LUT) in X1. A LUT
can implement a 4-input logic function. The
LUT shown represents a two-input XOR gate.

The configuration bitstream starts out in its
initial, uncorrupted state, as shown in Figure
3a. In this state, the output of the design in
X1 should match up identically with output of
X2.

The configuration bitstream is then altered,
as shown in Figure 3b. Only one bit in the
bitstream is modified. As can be seen in the
figure, this one-bit modification can have a
great impact on the overall circuit configura-
tion. The single-bit change in Figure 3b trans-
formed the LUT from a 2-input XOR gate into
a 4-input multiple gate logic function. While in
this state, it is possible that the outputs of the
two FPGAs will not match up, indicating that
the SEU has caused a circuit behavior change.

After the configuration bitstream has been
altered, it is subsequently repaired, as shown
in Figure 3c. At this point, the behavior of
the designs in X1 and X2 should again match
identically.

4 Testbed Execution and
Timing

Every bit in the configuration bitstream of the
FPGA must be subjected to SEU insertion.
For the Virtex XCV1000, this translates to
5,962,944 bits[8]. After considering that every
bit in the configuration bitstream must be tog-
gled, it is quite clear that a fast SEU simulator
is a necessity.

a)
0 0 0 0
1 1 1 1
0 0 0 0
1 1 1 1

f = c⊕d

b)
1 0 0 0
1 1 1 1
0 0 0 0
1 1 1 1

f = c⊕d + a′b′c′d′

c)
0 0 0 0
1 1 1 1
0 0 0 0
1 1 1 1

f = c⊕d

Figure 3: Illustration of the effects of SEU in-
sertion on a LUT

The single-bit corruption described in the
previous section is implemented as shown in
Figure 4. This inner loop must be executed
once for each SEU insertion, or 5,962,944
times. The test begins as follows: the first bit
in the configuration bitstream is toggled and
the frame in which it is located is reconfigured
to FPGA X1 (line 2). All FPGAs on the board
are cycled (line 3), and the outputs from X1
and X2 are compared in X0. The result from
this comparison is read by the host machine
(line 4). If any discrepancies occur, the bit
location of the inserted SEU is recorded (line
6), and all of the flip-flops in the X1 and X2
are reset. The altered bit is then repaired and
X1 is reconfigured to its original state (line 7).
The simulation continues until every bit in the
configuration bitstream has been tested.

01: do {
02: corrupt configuration bit - 128us
03: cycle circuit - 8us
04: test for discrepancies. - 2us
05: if present
06: record bit location - 1us
07: repair configuration bit - 128us
08: } until all bits have been tested

total - 267us

Figure 4: Configuration Inner-loop

Once the bitstream corruption test has com-
pleted for a given circuit design, the locations
of SEU insertions which affected the behavior



of the circuit are written to a file on the host
machine. In order to verify deterministic re-
sults, the procedure of SEU simulation can be
repeated an arbitrary number of times.

The SEU insertion inner loop can be per-
formed at a remarkable speed. The execu-
tion time for the individual parts of the loop
are shown in Figure 4. The entire loop re-
quires only 267µs, which means that perform-
ing SEU insertion on the entire configuration
bitstream would require just under 27 min-
utes. The speed with which the test can be
executed makes it possible to simulate the ef-
fects of SEUs on the configuration bitstream
for multiple designs.

5 Testbed Results

The SLAAC-1V SEU simulator has been used
to test the sensitivity of a linear feedback shift
register (LFSR) design to configuration SEUs.
Four LFSR designs were created with varying
amounts of logic to determine the impact logic
density on SEU sensitivity. The LFSR designs
consisted of several 168-bit wide LFSRs in par-
allel. The most significant bit of each LFSR
is connected to one output pin. The output
width of these LFSR designs are 18, 36, 54,
and 72-bits respectively.

The results of the SEU simulation for these
four LFSR designs are summarized in Table 2.
This table provides the size of the design (in
logic slices), the number of failures, the failure
rate, and the normalized failure rate per logic
slice. The failure rate is computed by divid-
ing the number of circuit failures by the total
number of configuration bits in the bitstream.

The first fact to note from these results is
that the LFSR design is relatively insensitive to
configuration upsets. The largest LFSR design
had a failure rate of .079% – only one configu-
ration upset in 1272 will cause a failure in the
design operation. The overall probability of a
design failure due to a configuration SEU is the
probability of a configuration SEU multiplied
by the design failure rate. The low sensitivity
of the design to configuration SEUs suggests

that the overall failure rate of a design will be
much lower than the probability of a configu-
ration SEU.

Another interesting fact to note from this ta-
ble is that the SEU failure rate is a function of
the logic density – larger designs that consume
more logic slices are more sensitive to configu-
ration SEUs than smaller designs. Since larger
designs use more logic and routing resources,
a larger portion of the configuration bitstream
will be used to define the circuit functional-
ity. Smaller designs that use fewer resources
contain more “don’t care” configuration bits
within the bitstream and can tolerate more
configuration upsets.

Logic Failures Failure Flip Failure
Slices Rate† Flops /Slice‡

18 3404 1022 1.713 5910 5.04
36 6320 2123 3.560 11724 5.63
54 9236 3456 5.796 17538 6.28
72 12152 4689 7.864 25352 6.47
†10−4 failures per configuration upset
‡10−8 failures per upset per logic slice

Table 2: Configuration SEU Failure Rate for
Linear Feedback Shift Register

While the results in Table 2 suggest that
the LFSR is relatively insensitive to configu-
ration SEUs, the results in this table are spe-
cific to the LFSR and do not necessarily apply
to other FPGA designs. The SLAAC-1V SEU
simulator will be used to test a variety of other
FPGA designs to better understand the sensi-
tivity of FPGA circuits to configuration SEUs.
As more designs and design styles are tested in
this SEU simulator, accurate models of config-
uration SEUs can be created.

6 Conclusions

The SEU simulator described above has been
used to successfully test the sensitivity of con-
figuration SEUs on a number of FPGA designs.
This simulator computes the failure rate of an
FPGA design by testing the behavior of the



design while configuration bit upsets are intro-
duced. To fully characterize the failure rate,
each bit within the bitstream is corrupted.
Because there are so many configuration bits
in the Virtex V1000 bitstream, configuration
time is essential for this simulator. The high-
speed configuration modes of the SLAAC-1V
are used to maximize simulation time.

This work will continue by testing many
more designs including those that will be
placed on a spacecraft sensor. The simulator
will also be used to characterize the effective-
ness of design techniques used to improve cir-
cuit reliability. Triple module redundancy, cir-
cuit checksums, and other redundant hardware
techniques can be tested and characterized to
determine relative effectiveness of any redun-
dant hardware.

Finally, this simulator will be used to char-
acterize the reliability of specific architectural
components of the Virtex FPGA. Specifically,
the Input Output Buffers (IOBs), Block RAM,
SelectRAM, and routing blocks will be tested
to determine local sensitivity to configuration
SEUs. By understanding the reliability of FP-
GAs in the presence of single-event upsets, de-
sign techniques can be created to improve re-
liability and encourage the use of FPGAs for
remote-sensing and other space-based applica-
tions.
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